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1
DEVICES AND METHODS FOR OPERATING
A SOLID STATE DRIVE

CROSS-REFERENCE TO RELATED
APPLICATION

This application is a Continuation of U.S. application Ser.
No. 12/127,484, filed on May 27, 2008, to issue as U.S. Pat.
No. 8,554,983 on Oct. 8, 2013, the contents of which are
incorporated herein by reference.

BACKGROUND

Memory devices are typically provided as internal, semi-
conductor, integrated circuits in computers or other electronic
devices. There are many different types of memory including
random-access memory (RAM), read only memory (ROM),
dynamic random access memory (DRAM), synchronous
dynamic random access memory (SDRAM), phase change
random access memory (PCRAM), and flash memory, among
others.

Solid state memory devices are utilized as volatile and
non-volatile memory for a wide range of electronic applica-
tions. Flash memory, which is just one type of solid state
memory, typically uses a one-transistor memory cell that
allows for high memory densities, high reliability, and low
power consumption.

Solid state memory devices, including flash devices, can be
combined together to form a solid state drive. A solid state
drive can be used to replace hard disk drives as the main
storage device for a computer, as the solid state drives can
have large storage capacities, including a number of
gigabytes. The solid state drives can be coupled together by a
controller through a number of channels. Data can be written
and read on the number of solid state devices through the
channels.

A solid state drive is a data storage device that uses solid
state memory to store persistent data. A solid state drive often
emulates a hard disk drive (but does not necessarily have to),
thus easily replacing it in various applications. A solid state
drive can often include either NAND flash non-volatile
memory or DRAM volatile memory. Solid state drive manu-
facturers can use nonvolatile flash memory to create a drive
that does not require an internal battery supply thus allowing
the drive to be more versatile and compact. Solid state drives
using flash memory, also known as flash drives, can use
standard disk drive form factors (e.g., 1.8-inch, 2.5-inch, and
3.5-inch, among others). In addition, flash solid state drives
can retain memory even during power outages because of
their lack of a need for an internal battery, thus ensuring
constant data storage ability even when not supplied with
power.

Flash solid state drives can have superior performance
when compared to magnetic disk drives due to their lack of
moving parts, which eliminates seek time, latency, and other
electro-mechanical delays associated with magnetic disk
drives.

Solid state drives can include wear leveling techniques.
These techniques can include rotating the cells in the memory
array to which data is written. Wear leveling can also include
garbage collection that entails rearranging data on memory
arrays to account for the dynamic or static nature of the data.
Garbage collection included in the wear leveling techniques
can be helpful in managing the wear rate of the individual
cells of a memory array. These wear leveling techniques do
not limit the amount of data that is written on a solid state
drive and they do not account for the rate of writing data and
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the time period over which data is written on the device as
being a factor that can affect the performance of the drive.

In dynamic wear leveling, the data blocks with the highest
amount of invalid pages can be reclaimed. A page or block of
cells in a memory array can be reclaimed by moving valid
data from the page or block from a first location to a second
page or block location and erasing the first page or block
location. Valid data can be data that is desired and should be
preserved in memory cells, while invalid data can be data that
no longer is desired and can be erased. A threshold for number
of total invalid pages in a block can be set to determine if a
block will be reclaimed. Particular blocks can be reclaimed
by scanning the block table for blocks that have a number of
invalid pages above the threshold. A block table can have
information detailing the type, location, and status, among
other things, for the data in memory cells.

In static wear leveling, blocks that are storing static data
can be exchanged with blocks that have high erase counts so
that the blocks with static data, and corresponding lower erase
counts, are reclaimed. Blocks that have high erase counts now
have static data, therefore reducing the erase rate for that
block.

BRIEF DESCRIPTION OF THE DRAWINGS

FIG. 1 illustrates a block diagram of a solid state drive
configuration in accordance with one or more embodiments
of the present disclosure.

FIG. 2 illustrates a block diagram of a solid state drive
operation architecture in accordance with one or more
embodiments of the present disclosure.

FIG. 3 illustrates a flow diagram for operating a solid state
drive according to an embodiment of the present disclosure.

FIG. 4 is a functional block diagram of a solid state drive
having at least one memory device operated in accordance
with one or more embodiments of the present disclosure.

FIG. 5 is a functional block diagram of a solid state
memory module having at least one memory device in a solid
state drive in accordance with one or more embodiments of
the present disclosure.

DETAILED DESCRIPTION

The present disclosure includes methods and devices for
operating a solid state drive. One method embodiment
includes receiving an indication of a desired number of write
input/output operations (IOPs) per unit time performed by the
solid state drive. The method can also include managing the
number of write IOPs performed by the solid state drive at
least partially based on the desired number of write IOPs per
unittime, anumber of spare blocks in the solid state drive, and
a desired operational life for the solid state drive.

The number of IOPs performed by the solid state drive that
are monitored and managed in various embodiments of the
present disclosure can be write IOPs, where data is erased and
written on the solid state drive by program and/or erase
cycles. In various embodiments, an IOPs request can be made
by a controller to write data resulting in a program and/or
erase cycle to occur on the solid state drive. A program and/or
erase cycle can include a number of memory cells being
erased, if necessary, and writing data to a number of memory
cells. Solid state drives also can perform a read input/output
(I0) operation, where data is retrieved and read by the solid
state drive. A read IO operation by the drive does not have to
be monitored or managed as a read 10 operation should not
affect the life of the solid state drive.
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In the following detailed description of the present disclo-
sure, reference is made to the accompanying drawings that
form in a part hereof, and in which is shown by way of
illustration how one or more embodiments of the disclosure
may be practiced. These embodiments are described in suf-
ficient detail to enable those of ordinary skill in the art to
practice the embodiments of this disclosure, and it is to be
understood that other embodiments may be utilized and that
process, electrical, and/or structural changes may be made
without departing from the scope of the present disclosure.

FIG. 1 illustrates a block diagram of a solid state drive
configuration in accordance with one or more embodiments
of the present disclosure. The embodiment of FIG. 1 illus-
trates the components and architecture of one embodiment of
a solid state drive. In the embodiment illustrated in FIG. 1, the
solid state drive includes a controller 102 and solid state
memory arrays 104, 106, along with a random access
memory (RAM) module 108. The solid state memory arrays
104, 106 can be flash memory arrays, among other types of
solid state memory arrays. The controller 102 can communi-
cate with the solid state memory arrays 104, 106 to read,
write, and erase data on the solid state memory arrays 104,
106. The controller 102 can be used to manage the reading,
writing, and erasing of data in the solid state drive based upon
inputs to the solid state drive.

Inthe embodiment illustrated in FIG. 1, the solid state drive
also includes a physical layer 110 (PHY) coupled to the
controller 102. In various embodiments, the PHY 110 can be
a serial advanced technology attachment (SATA), among
other interface types. In one or more embodiments, and as
illustrated in FIG. 1, the PHY 110 can be coupled to processor
112 and to an interface connection module 114. The PHY 110
allows the controller 102, the solid state memory arrays 104,
106, and the RAM module 108 to communicate with the
processor 112 and other external components through the
interface connection module 114.

Various embodiments can include a universal serial bus
(USB) interface for the solid state drive. For instance, in the
embodiment illustrated in FIG. 1, the controller 102 and the
PHY 110 are coupled to a USB interface 116. The USB
interface 116 is coupled to a USB hub 118 and a USB con-
nection module 120 to allow external devices to be coupled to
the solid state drive. In some embodiments, a number of USB
interfaces, USB hubs, and USB connection modules can be
coupled to the solid state drive allowing for multiple USB
device inputs. The USB interface 116 is also coupled to the
USB interface identification module 122 to allow for the
identification of the USB interfaces that are part of the solid
state drive.

Embodiments of the present disclosure can include a num-
ber of'solid state memory arrays. For instance, in one or more
embodiments, the solid state drive can include 16 solid state
memory arrays. Embodiments are not limited to a particular
number of solid state memory arrays. The solid state memory
arrays can be various types of volatile and/or non-volatile
memory arrays (e.g., Flash or DRAM arrays, among others).
The solid state memory arrays in embodiments of the present
disclosure can include a number of channels with a number of
memory arrays coupled to each channel. In various embodi-
ments, the memory arrays can be coupled to the controller
102 with 8 channels and 4 memory arrays on each channel. In
various embodiments, solid state memory arrays can be par-
titioned into blocks that consist of 64 or 128 pages, for
example, and each page can include 4096 bytes, for example.
Embodiments of the present disclosure are not limited to a
particular page and/or block size.
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In one or more embodiments, the solid state drive can
implement wear leveling to control the wear rate on the
memory arrays (e.g. 104/106). As one of ordinary skill in the
art will appreciate, wear leveling can increase the life of a
solid state memory array since a solid state memory array can
experience failure after a number of program and/or erase
cycles.

In various embodiments, wear leveling can include
dynamic wear leveling to minimize the amount of valid
blocks moved to reclaim a block. Dynamic wear leveling can
include a technique called garbage collection in which blocks
with a number of invalid pages (i.e., pages with data that has
been re-written to a different page and/or is no longer needed
on the invalid pages) are reclaimed by erasing the block.
Static wear leveling includes writing static data to blocks that
have high erase counts to prolong the life of the block.

In some embodiments, a number of blocks can be desig-
nated as spare blocks to reduce the amount of write amplifi-
cation associated with writing data in the memory array. A
spare block can be a block in a memory array that can be
designated as a block where data can not be written. Write
amplification is a process that occurs when writing data to
solid state memory arrays. When randomly writing data in a
memory array, the memory array scans for free space in the
array. Free space in a memory array can be individual cells,
pages, and/or blocks of memory cells that are not pro-
grammed. [f there is enough free space to write the data, then
the data is written to the free space in the memory array. If
there is not enough free space in one location, the data in the
memory array is rearranged by erasing, moving, and rewrit-
ing the data that is already present in the memory array to a
new location leaving free space for the new data that is to be
written in the memory array. The rearranging of old data in the
memory array is called write amplification because the
amount of writing the memory arrays has to do in order to
write new data is amplified based upon the amount of free
space in the memory array and the size of the new data that is
to be written on the memory array. Write amplification can be
reduced by increasing the amount of space on a memory array
that is designated as free space (i.e., where static data will not
be written), thus allowing for less amplification of the amount
of data that has to be written because less data will have to be
rearranged.

In various embodiments, host and/or user traffic and/or
program/erase cycles performed by the solid state drive can
be monitored, in addition to wear leveling in the solid state
drive, to improve performance of the solid state drive. Host
and/or user traffic requests can be made by the processor
through the controller to read data and/or erase/write data on
the solid state drive. Program and/or erase cycles can be
monitored to determine the wear rate and life expectancy of
the blocks and/or pages in the solid state memory arrays, as a
solid state memory arrays can only be erased and written to a
finite number of time. Host and/or user traffic trends can be
monitored and altered to allow the drive to perform for a
desired operational life (e.g., a time period such as hours,
days, weeks, years, etc). The solid state drive can monitor and
limit the number of program and/or erase cycles performed by
the solid state drive, such as to ensure a desired operational
life of the drive. The solid state drive can also monitor the
number of program and/or erase cycles performed over a
particular time period to determine how to calculate the
allowable program and/or erase cycle rate for the drive given
the a number of space blocks and the desired operational life
of the drive.

In addition, in some embodiments, the number of spare
blocks in the solid state memory arrays of the solid state drive
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can be controlled to ensure operability over a desired opera-
tional life for a desired number of write IOPs per unit time.
The percentage of spare blocks can be optimized for the type
of data that is being programmed on the solid state drive. A
solid state drive that has static data (i.e., data that is stored on
the drive for long periods of time without be erased and/or
rewritten) can have a lower percentage of spare blocks
because there is less need to reclaim blocks in the drive due to
the static nature of the data having fewer program and/or erase
cycles. In a solid state drive that has dynamic data (i.e., data
that is programmed and/or erased more frequently) a higher
percentage of spare blocks can be used to reduce the write
amplification associated with having to reclaim blocks to
perform program and/or erase cycles in the memory array. In
one embodiment, for example, the percentage of spare blocks
can be set to less than 20 percent for use with static data. In
other embodiments, the percentage of spare blocks can be set
to more than 20 percent for use with dynamic data.

In some embodiments, the limits placed on the number of
write IOPs performed can be removed for a desired burst
period, such as to allow for peak performance during the burst
period. The use of the burst period, where the number of write
10Ps performed is not limited, can allow the solid state drive
to operate to its full capability so a user can utilize the full
function of the drive. The burst period can be limited to a
defined time period (e.g., one second, one minute, one hour,
or one day, etc.). The number of write IOPs performed can be
further limited after the burst period to compensate for the
extra program and/or erase cycles that occurred during the
burst period.

Embodiments of the present disclosure are not limited to
the example illustrated in FIG. 1. For example, embodiments
can include more or fewer than the two solid state memory
arrays 104, 106 illustrated in FIG. 1.

FIG. 2 illustrates a block diagram of a solid state drive
operation architecture in accordance with one or more
embodiments of the present disclosure. The embodiment of
FIG. 2 illustrates a solid state drive controller 202 with inputs
230, 232, 234 to manage the write IOPs performed by the
solid state drive, host and/or user traffic, and/or program
and/or erase cycles of the solid state drive. In the embodiment
of FIG. 2, input 230 represents the number of spare blocks in
a solid state drive, input 232 represents the desired number of
write input/output operations (IOPs) per unit time performed
by the solid state drive, and input 234 represents the desired
operational life for the solid state drive. Inputs 230, 232, and
234 can be selected by a user and/or a managed wear system
of'a computing device and input to the controller 202. These
inputs 230, 232, and 234 are used to manage write IOPs
performed by the solid state drive, host and/or user traffic,
and/or program and/or erase cycles on the solid state drive,
such as to ensure operability over the desired time operational
life of the solid state drive.

In various embodiments, once the number of spare blocks
in the solid state drive is input to the controller, the host/user
traffic regulating module 240 in the controller 202 can moni-
tor the program/erase cycles performed by the solid state
drive. In some embodiments, the number of write IOPs per-
formed by the solid state drive can be throttled in a dynami-
cally selectable fashion according the desired operational life
and the number of program and/or erase cycles already per-
formed during the solid state drive’s life. In various embodi-
ments, the throttling can be done by acknowledging write
1OPs requests with increased delay to slow the host and/or
user traffic. In various embodiments, throttling the number of
write IOPs can control the wear rate of the solid state drive. By
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limiting the number of write IOPs performed by the solid state
drive, the drive’s functional life can be extended through the
throttling process.

In some embodiments, input 232 for the desired number of
write IOPs per unit time performed by the solid state drive can
be ignored by the controller 202 for a burst period. During a
burst period throttling is not used and an unlimited number of
write IOPs can be performed, up to the performance limita-
tions of the solid state drive. A threshold length for the burst
period can be set, wherein throttling will be implemented
again if host/user traffic requests remain at a level higher than
the desired number of write IOPs per unit time for a time
period longer than the burst period threshold. In some
embodiments, after a burst period, where the number of write
1OPs performed is not throttled, the number of write [OPs that
can be performed by the solid state drive to ensure its opera-
tional life is recalculated via a feedback loop in the host/user
regulating module 240 and a new throttling 1OPs rate is
implemented by the controller 202.

In various embodiments, a wear leveling module 242 can
beused by the controller 202 to regulate program and/or erase
cycles on the solid state drive by implementing dynamic and
static wear leveling. The wear leveling module 242 and the
host/user regulating module 240 can be used to shape the
performance characteristics of the solid state drive. The data
from the wear leveling module 242 and the host/user regulat-
ing module 240 can be sent to the self-monitoring, analysis
and reporting technology (SMART) interface 250 of the solid
state drive, so the operating system that is used to operate the
solid state drive can access the performance data of the solid
state drive and in turn control performance of the solid state
drive to desired levels. In some embodiments, for example,
the SMART interface 250 of the solid state drive uses the
number of IOPs performed by the solid state drive to deter-
mine garbage collection techniques for wear leveling the
solid state drive, among other performance controls of the
solid state drive.

FIG. 3 illustrates a method 300 for operating a solid state
drive according to an embodiment of the present disclosure.
At block 302, the method includes receiving an indication of
a desired number of write input/output operations (IOPs) per
unit time performed by the solid state drive. At block 304, the
method includes managing the number of write IOPs per-
formed by the solid state drive at least partially based on the
desired number of write IOPs per unit time, a number of spare
blocks in the solid state drive, and a desired operational life
for the solid state drive.

In various embodiments, the method can include setting a
number of spare blocks in a solid state drive and a desired
operational life for the solid state drive.

Invarious embodiments, a burst time period can be defined
where the number of write IOPs performed by the solid state
drive during a burst time period are not limited. A burst period
can allow for peak performance of the solid state drive for a
limited time period by eliminating the limits on the number of
write IOPs performed by the solid state drive. In some
embodiments, the limit on the number of write IOPs per-
formed by the solid state drive can be recalculated after the
burst time period to compensate for the additional write [OPs
performed during the burst period.

In various embodiments, the number of write IOPs per-
formed by the solid state drive can be sent to a self-monitor-
ing, analysis and reporting technology (SMART) interface of
the solid state drive. Also, in some embodiments, the number
of'write IOPs performed by the solid state drive can be incor-
porated into a wear leveling operation of the solid state drive.
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In various embodiments, the solid state drive receiving a
number of spare blocks in a solid state drive, a desired number
of write input/output operations (IOPs) per unit time per-
formed by the solid state drive, and a desired operational life
for the solid state drive can be completed with a user interface
associated with the solid state drive. The user interface can
allow a user to input the number of spare blocks in a solid state
drive, the desired number of write IOPs per unit time per-
formed by the solid state drive, and the desired operational
life for the solid state drive to the solid state drive.

FIG. 4 is a functional block diagram of a solid state drive
system 400 having at least one memory device 420 operated
in accordance with one or more embodiments of the present
disclosure. Solid state drive system 400 includes a processor
410 coupled to a non-volatile memory device 420 that
includes a memory array 430 of non-volatile cells. The solid
state drive system 400 can include separate integrated circuits
or both the processor 410 and the memory device 420 can be
on the same integrated circuit. The processor 410 can be a
microprocessor or some other type of controlling circuitry
such as an application-specific integrated circuit (ASIC).

The memory device 420 includes an array of non-volatile
memory cells 430, which can be floating gate flash memory
cells with a NAND architecture. The control gates of memory
cells ofa “row” are coupled with a select line, while the drain
regions of the memory cells of a “column” are coupled to
sense lines. The source regions of the memory cells are
coupled to source lines. As will be appreciated by those of
ordinary skill in the art, the manner of connection of the
memory cells to the sense lines and source lines depends on
whether the array is a NAND architecture, a NOR architec-
ture, and AND architecture, or some other memory array
architecture.

The embodiment of FIG. 4 includes address circuitry 440
to latch address signals provided over I/O connections 462
through I/O circuitry 460. Address signals are received and
decoded by a row decoder 444 and a column decoder 446 to
access the memory array 430. It will be appreciated by those
skilled in the art that the number of address input connections
depends on the density and architecture of the memory array
430 and that the number of addresses increases with both
increased numbers of memory cells and increased numbers of
memory blocks and arrays.

The memory device 420 senses data in the memory array
430 by sensing voltage and/or current changes in the memory
array columns using sense/buffer circuitry that in this
embodiment can be read/latch circuitry 450. The read/latch
circuitry 450 can read and latch a page, e.g., a row or a portion
of'arow, of data from the memory array 430. I/O circuitry 460
is included for bi-directional data communication over the
1/0 connections 462 with the processor 410. Write circuitry
455 is included to write data to the memory array 430.

Control circuitry 402 decodes signals provided by control
connections 472 from the processor 410. These signals can
include chip signals, write enable signals, and address latch
signals that are used to control the operations on the memory
array 430, including data sensing, data write, and data erase
operations. The control circuitry 402 can issue commands
and/or send signals to selectively reset particular registers
and/or sections of registers according to one or more embodi-
ments of the present disclosure. In one or more embodiments,
the control circuitry 402 is responsible for executing instruc-
tions from the processor 410 to perform the operations
according to embodiments of the present disclosure. The
control circuitry 402 can be a state machine, a sequencer, or
some other type of controller. It will be appreciated by those
skilled in the art that additional circuitry and control signals
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can be provided, and that the memory device detail of FIG. 4
has been reduced to facilitate ease of illustration.

FIG. 5 is a functional block diagram of a solid state
memory module 500 having at least one memory array oper-
ated in accordance with one or more embodiments of the
present disclosure. Memory module 500 is illustrated as a
number of memory arrays with a controller and control cir-
cuitry, although the concepts discussed with reference to
memory module 500 are applicable to any type of solid state
memory and are intended to be within the scope of “memory
module” used herein as part of the solid state drive. In addi-
tion, although one example form factor is depicted in FIG. 5,
these concepts are applicable to other form factors as well. A
solid state drive can have a number of solid state memory
arrays. In FIG. 5, the solid state memory array 510 can be any
type of solid state memory including flash, DRAM, SDRAM,
and SRAM, among other types of solid state memory.

In some embodiments, the solid state memory arrays can
be coupled together in the solid state drive with a number of
channels. In one embodiment, a solid state drive can have
eight channels with four solid state memory arrays on each
channel for a total of' 32 solid state memory arrays in a solid
state memory device.

In some embodiments, a solid state drive can include a
controller 502 to manage host and/or use traffic on the solid
state drive. The controller 502 can route host/user traffic to the
number of solid state memory arrays. The controller 502 can
limit the number of write IOPs performed by the solid state
drive to manage the wear on the solid state drive. Limiting the
number of write IOPs performed can be used to manage the
wear rate of the memory arrays in the solid state drive.

In one or more embodiments, memory module 500 can
include a housing 505 to enclose memory array 510, though
such housing is not essential to a solid state drive. The
memory module 500 can be included in a solid state drive,
wherein a number of memory modules, with their memory
cell arrays, provide the memory arrays for the solid state
drive. The memory array 510 can include an array of non-
volatile multilevel memory cells that can be sensed according
to embodiments described herein. Where present, the housing
505 includes one or more contacts 515 for communication
with a solid state drive, a personal computer, or other devices
that require electronic memory. In general, however, contacts
515 provide an interface for passing control, address and/or
data signals between the memory module 500 and a solid state
drive having compatible receptors for the contacts 515.

The memory module 500 may optionally include control-
ler 502 which can have additional circuitry that may be one or
more integrated circuits and/or discrete components. For one
or more embodiments, the additional circuitry in controller
502 may include control circuitry for controlling access
across a number of memory arrays and/or for providing a
translation layer between an external host and the memory
module 500. For example, there may not be a one-to-one
correspondence between the number of contacts 515 and a
number of connections to the number of memory arrays.
Thus, a memory controller could selectively couple an /O
connection (not shown in FIG. 10) of a memory array to
receive the appropriate signal at the appropriate [/O connec-
tion at the appropriate time or to provide the appropriate
signal at the appropriate contact 515 at the appropriate time.
Similarly, the communication protocol between a host and the
memory module 500 may be different than what is required
for access of a memory array 510. Memory controller 502
could then translate the command sequences received from a
host into the appropriate command sequences to achieve the
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desired access to the memory array 510. Such translation may
further include changes in signal voltage levels in addition to
command sequences.

The additional circuitry of controller 502 may further
include functionality unrelated to control of a memory array
510 such as logic functions as might be performed by an
ASIC. Also, the additional circuitry of controller 502 may
include circuitry to restrict read or write access to the memory
module 500, such as password protection, biometrics or the
like. The additional circuitry of controller 502 may include
circuitry to indicate a status of the memory module 500. For
example, the additional circuitry of controller 502 may
include functionality to determine whether power is being
supplied to the memory module 500 and whether the memory
module 500 is currently being accessed, and to display an
indication of its status, such as a solid light while powered and
aflashing light while being accessed. The additional circuitry
of controller 502 may further include passive devices, such as
decoupling capacitors to help regulate power requirements
within the memory module 500.

CONCLUSION

The present disclosure includes methods and devices for
operating a solid state drive. One method embodiment
includes receiving an indication of a desired number of write
input/output operations (IOPs) per unit time performed by the
solid state drive. The method can also include managing the
number of write IOPs performed by the solid state drive at
least partially based on the desired number of write IOPs per
unit time, a number of spare blocks in the solid state drive, and
a desired operational life for the solid state drive.

Although specific embodiments have been illustrated and
described herein, those of ordinary skill in the art will appre-
ciate that an arrangement calculated to achieve the same
results can be substituted for the specific embodiments
shown. This disclosure is intended to cover adaptations or
variations of one or more embodiments of the present disclo-
sure. Itis to be understood that the above description has been
made in an illustrative fashion, and not a restrictive one.
Combination of the above embodiments, and other embodi-
ments not specifically described herein will be apparent to
those of skill in the art upon reviewing the above description.
The scope of the one or more embodiments of the present
disclosure includes other applications in which the above
structures and methods are used. Therefore, the scope of one
or more embodiments of the present disclosure should be
determined with reference to the appended claims, along with
the full range of equivalents to which such claims are entitled.

In the foregoing Detailed Description, some features are
grouped together in a single embodiment for the purpose of
streamlining the disclosure. This method of disclosure is not
to be interpreted as reflecting an intention that the disclosed
embodiments of the present disclosure have to use more fea-
tures than are expressly recited in each claim. Rather, as the
following claims reflect, inventive subject matter lies in less
than all features of a single disclosed embodiment. Thus, the
following claims are hereby incorporated into the Detailed
Description, with each claim standing on its own as a separate
embodiment.

What is claimed is:

1. A method for operating a solid state drive, comprising:

managing a number of write input/output operations

(I0Ps) performed by a solid state drive and a number of
spare blocks in the solid state drive at least partially
based on a user indicated desired number of write IOPs
per unit time, at least partially based on a user indicated
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desired number of spare blocks in the solid state drive,
and at least partially based on a user indicated desired
operational life for the solid state drive.

2. The method of claim 1, wherein managing the number of
write IOPs performed by the solid state drive includes limit-
ing the number of write IOPs performed by the solid state
drive.

3. The method of claim 2, wherein managing the number of
write IOPs performed by the solid state drive includes limit-
ing the number of write IOPs performed by the solid state
drive to have the solid state drive perform the desired number
of write IOPs per unit time.

4. The method of claim 2, further including not limiting the
number of write IOPs performed during a burst time period.

5. The method of claim 4, wherein managing the number of
write IOPs performed further includes limiting the number of
write IOPs at least partially based on the number of write
1OPs performed during the burst time period.

6. The method of claim 1, further including sending the
number of write IOPs performed by the solid state drive to a
self-monitoring, analysis and reporting technology
(SMART) interface of the solid state drive.

7. The method of claim 1, further including performing a
wear leveling operation on the solid state drive at least par-
tially based on the number of write IOPs performed by the
solid state drive.

8. The method of claim 1, further including receiving an
indication of the desired number of spare blocks in the solid
state drive and an indication of the desired operational life for
the solid state drive.

9. The method of claim 8, wherein receiving an indication
of'a desired number of write IOPs per unit time performed by
the solid state drive, the indication of the desired number of
spare blocks in the solid state drive, and the indication of the
desired operational life for the solid state drive comprises
receiving the indications from a user through a user interface
associated with the solid state drive.

10. A method for operating a solid state drive, comprising:

setting a desired number of write input/output operations

(IOPs) per unit time performed by the solid state drive at
least partially based on a user indicated desired amount
of spare blocks and at least partially based on a user
indicated desired operation life;

managing the number of write IOPs performed by the solid

state drive and a number of spare blocks in the solid state
drive at least partially based on the desired number of
write input/output operations (IOPs) per unit time of the
solid state drive, the desired amount of spare blocks, and
the desired operational life for the solid state drive to
allow the solid state drive to perform for the desired
operational life.

11. The method of claim 10, wherein managing further
includes not limiting the number of write IOPs performed by
the solid state drive over a number of burst periods.

12. The method of claim 11, wherein managing further
includes compensating for the number of write IOPs per-
formed during the number of burst periods by further limiting
a future number of write IOPs performed by the solid state
drive.

13. The method of claim 10, wherein managing further
includes allowing a limited number of write IOPs to be per-
formed over a period of time.

14. The method of claim 10, further including managing a
number of spare blocks in the solid state drive at least partially
based on the desired operational life.
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15. The method of claim 10, wherein setting the desired
amount of spare blocks includes setting a desired percentage
of spare blocks.

16. A solid state memory device, comprising:

a number of solid state memory arrays; and

a controller coupled to the number of solid state memory

arrays and configured to:

receive an input from a user through a user interface
indicating a desired number of spare blocks in the
number of solid state memory arrays,

receive an input from a user through the user interface
indicating desired number of write IOPs per unit time,

receive an input from the user through the user interface
indicating a desired operational life for the number of
solid state memory arrays, and

manage a number of write input/outputs operations
(IOPs) performed by the number of solid state
memory arrays and a number of spare blocks in the
number of solid state memory arrays at least partially
based on the desired number of spare blocks in the
solid state memory arrays, desired number of write

10

15

12

1OPs per unit time, and the desired operational life for
the number of solid state memory arrays.

17. The solid state memory device of claim 16, wherein the
controller manages a rate at which the number of write IOPs
are performed by the number of solid state memory arrays
based, at least partially, upon the desired number of spare
blocks in the solid state drive and the desired operational life
for the solid state memory arrays.

18. The solid state memory device of claim 16, wherein the
controller dynamically manages host traffic on the solid state
device to reduce wear of the number of solid state memory
arrays.

19. The solid state memory device of claim 18, wherein the
controller dynamically manages host traffic on the solid state
device by acknowledging write IOPs requests with increased
delay.

20. The solid state memory device of claim 16, wherein the
controller is configured to perform a wear leveling operation
that is at least partially based on the number of write IOPs
performed by the solid state drive.
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